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Outline

e [10m] What do language models learn from predicting the next word?
o Answer: a lot of stuff
e [10m] Why have language models taken off recently?
o Answer: scaling, ...
e [10m] How can you get language models to do more complicated tasks?
o Answer: intermediate reasoning
e [10m] How do we make language models more user-friendly?
o Answer: adapt them to user-friendly inputs

e Feel free to interrupt with questions :)



Language modeling objective

Word Probability
a 0.00001

aardvark 0.000004

Dartmouth students like Language W drink 0.5
to Model J

study 0.23

Most basic form

(not chatGPT) succhini | 0.000002

(hypothetical)



[1/8] What do language models learn from next word prediction?

— Grammar

In my free time, |
liketo

{

Language
Model

-

banana
run

zucchini

Probability

0.00001

0.7

(hypothetical)

The next word
is probably not
a noun

The next word
is probably a
verb



[2/8] What do language models learn from next word prediction?
— Facts about the world

The capital of
Denmarkis

{

Language
Model

-

Word Probability
a

Copenhagen | 0.9 Associations

between

‘ |
London 0.05 words!

zucchini

(hypothetical)



[3/8] What do language models learn from next word prediction?
— Lexical semantics

| went to the
z0o to see
giraffes, lions,
and

{

Language
Model

-

spoon

zebras

zucchini

Probability

0.00001

0.6

(hypothetical)

The next word
is probably
related to
giraffes and
lions



[4/8] What do language models learn from next word prediction?
— Sentiment analysis

| was engaged
and on the edge
of my seat the
whole time. The
movie was

%

Language
Model

-

bad
good

zucchini

Probability

0.1

0.9

(hypothetical)

Well, “engaged” is
pretty indicative
of a positive
sentiment



[5/8] What do language models learn from next word prediction?
— Harder sentiment analysis

Overall, the _

value | got from Word Probability

the two hours d

watching it was Some |
Language bad 0.7 more-complex

the popcorn % ode } a i

and the drink. good 0.3

The movie was

E— zucchini

(hypothetical)



[6/8] What do language models learn from next word prediction?
— Translation

Word Probability

a
The word for Understanding
“pretty” in Language bonita | 0.8 of multiple
Spanish is Model languages

hola 0.03

zucchini

(hypothetical)



[7/8] What do language models learn from next word prediction?
— Spatial reasoning

Iroh went into Word Probability
the kitchen to a
make some tea.

Standing next to Language
Iroh, Zuko Model

pondered his
destiny. Zuko
left the

kitchen 0.8

zucchini

(hypothetical)



[8/8] What do language models learn from next word prediction?
— Easy arithmetic

Word Probability
a
Understanding (or
3+8+4=__ LaMnggaiqe 14 0.1 memorization) or
ode 15 0.7 addition?
zucchini

(hypothetical)



[1/6] What can’t language models do from next word prediction?
— Not current world knowledge

Word Probability

The stock price
Language model

of APPL on Language ? ! was trained
March 1st, 2023 Model before that date
s

zucchini

N




[2/6] What can’t language models learn from next word prediction?

— Not arbitrarily long arithmetic

36382894730 +

238302849204 =

Word
a

{

Language
Model

-

zucchini

Probability

Not enough
similar training
data and also
hard to figure out
the pattern



[3/6] What can’t language models do from next word prediction?

— Math questions you probably wouldn’t be able to do

Take the nineteenth Word Probability

digit of Pi and
multiply it by the e to

a
the fourth power. The Language x >
resulting ones-digit Model '
of the resulting

number is zucchini

A lot of
intermediate
steps so hard to
figure out the
pattern



[4/6] What can’t language models do from next word prediction?
— Predict the future

Word Probability
a

The winner of the
FIFA world cup in Language ? ? popody can do
2026is Model

zucchini




[5/6] What can’t language models do from next word prediction?
— Information that isn’t in the training data

Jason Wei’s favorite
coloris

Word Probability

{

Language
Model

a
} S

zucchini

That information
is probably not
seen in its training
data



[6/6] What can’t language models do from next word prediction?

— Can’t take in extremely long pieces of text

[2,000 page Harry
Potter fan-fiction]
What happened after
Harry opened the
chest for the second
time?

Word

{

Language
Model

b

zucchini

Probability

N

Can’t take in very
long inputs
(limited to like 4k
words-ish)



Rule of thumb: language models can do
(with decent accuracy) most things that an
average human can do in 1 minute.



Today (2023)

Future ...?

Protein discovery
Clinical diagnosis

Play chess well
High-level planning
Abstract reasoning
Simple math
Commonsense reasoning
Know world knowledge
Translation

Sentiment analysis
Generate coherent text
Be grammatically correct

Protein discovery
Clinical diagnosis

Play chess well
High-level planning
Abstract reasoning
Simple math
Commonsense reasoning
Know world knowledge
Translation

Sentiment analysis
Generate coherent text
Be grammatically correct

(?) Protein discovery

(?) Clinical diagnosis

(?) Play chess well

(?) High-level planning
(?) Abstract reasoning
Simple math
Commonsense reasoning
Know world knowledge
Translation

Sentiment analysis
Generate coherent text
Be grammatically correct
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Predictable gains as a result of scaling

Scaling Laws for Neural Language Models

Johns Hop
jg

Tom Henighan
OpenAl

henighan@openai. con

Scott Gray
OpenAl

scott@openai.com

Test Loss
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Emergence in science

Bounded Regret Home

L. Future ML Systems Will Be Qualitatively Different
e Emergence: “a qualitative —

Change tha t arises from In 1972, the Nobel prize-winning physicist Philip Anderson wrote the essay "More Is Different". In it,
e ° ” he argues that quantitative changes can lead to qualitatively different and unexpected phenomena.
quantitative changes

While he focused on physics, one can find many examples of More is Different in other domains as

well, including biology, economics, and computer science. Some examples of More is Different include:

¢ Uranium. With a bit of uranium, nothing special happens; with a large amount of uranium

packed densely enough, you get a nuclear reaction.

* DNA. Given only small molecules such as calcium, you can't meaningfully encode useful

information; given larger molecules such as DNA, you can encode a genome.

» Water. Individual water molecules aren’t wet. Wetness only occurs due to the interaction forces

between many water molecules interspersed throughout a fabric (or other material).

¢ Traffic. A few cars on the road are fine, but with too many you get a traffic jam. It could be that

10,000 cars could traverse a highway easily in 15 minutes, but 20,000 on the road at once could

ha an nhuinne cavallarms Af radinrtian.  aoafin —ceceeob ool cmemmad L. At

Jacob Steinhardt, 2022.



https://www.lesswrong.com/posts/pZaPhGg2hmmPwByHc/future-ml-systems-will-be-qualitatively-different

Definition: emergent abilities
in large language models

An ability is emergent if it is not present in smaller
models but is present in larger models.

e How to measure the “size” of the model?
o  Training FLOPs
o Number of model parameters

o  Training dataset size



Emergence in few-shot prompting

Input

Review: This movie sucks. Output
Sentiment: negative. Language

. ] ) positive.
Review: | love this movie. model

Sentiment:

> A few-shot prompted task is emergent if it
achieves random accuracy for small models and
above-random accuracy for large models.



—o-— LaMDA

(A) Mod. arithmetic
50

Accuracy (%)
e = B g 8

10'% 10%° 10%* 10%

(B) IPA transliterate
50

40
30
20

BLEU (%)

10

(133
10'% 10%° 10** 10%¢

Emergence in few-shot prompting

~a— GPT-3 ~—4—Gopher —&- Chinchilla —@-PaLM

(C) Word unscramble

50 50
£ a0 £ a0
gao §3°
£ 2 £ 20
- -
£ 10 %10
= =

ok 0

lolﬁ lo?(l lo?? lo?l

= == Random

(D) Persian QA

10'% 107 10%? 10%

(E) TruthfulQA (F) Grounded mappings

(G) Multi-task NLU

(H) Word in context

70 70 70 70
60 60 60 60
¥ 50 X 50 K 50 Koot
= 40 > 40 = 40 = 40
£ %0 2 a0 g 30 g %

- 3 = 8"
g 20 g 20 g 20 g 20
< < < <
10 10 10 10
0 0 0 0
1020 1022 0% 10 1022 102 100 1022 102 1020 1092 10%

Model scale (training FLOPs)



Emergence in few-shot prompting

- —e—LaMDA —=— GPT-3 —4— Gopher
= One of the reasons that the government discourages and regulates monopolies is that v
g (A) producer surplus is lost and consumer surplus is gained. X —4—Chinchilla ~@-PaLM - - - Random
§ (B) monopoly prices ensure productive efficiency but cost society allocative efficiency. x
€ (C) monopoly firms do not engage in significant research and development. b4 (G) Multi-task NLU
é (D) consumer surplus is lost with higher prices and lower levels of output. v 70
60 [
=501
% In the complex z-plane, the set of points satisfying the equation z2 = |z]* is a E. 40 |
% 0N pair of points b4 g 30
= E (B) circle X 3] -
S £ (C) half-line X <20
= (D) line v 10
0 F 1

Hendryks et al., 2020.

1 020 1 022 1 O"24
Model scale (training FLOPs)


https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=&cad=rja&uact=8&ved=2ahUKEwjIyqTb0Nz8AhWQLTQIHeXiB0YQFnoECA4QAQ&url=https%3A%2F%2Farxiv.org%2Fabs%2F2009.03300&usg=AOvVaw2zosnpPbyH2xEZdpj74M0I

Emergence in few-shot prompting

—e—LaMDA —=— GPT-3 —4— Gopher

—a— Chinchilla ~@—PalLM - -- Random

Input (English): The 1931 (B) IPA transliterate
Malay census was an alarm 50
bell. 40 |

SE!
Target (IPA): 68 1931 'meller Baol
1 1 F—]
sensas waz an a'larm bel. | f
BIG-Bench (Srivastava et al., 2022). O TS

1018 1020 1022 1024
Model scale (training FLOPs)


http://srivastava

Inverse scaling can become U-shaped, 2022.
J.Wei, Y. Tay, & Q. Le.

Inverse scaling can become U-shaped

Small language model — “glib”

Medium language model — “gold”

/—[ Quote Repetition ]—\

Input PRNTIIS
Repeat my sentences back to 100 ~—— Large language model — “glib
me.
Input: All that glisters is not
glib <
Output: All that glisters is not ~ —@— PalLM

> :
Target g 50 Anthropic
glib 5 Gopher

9 Chinchilla

<

25
\. Y, 0 J . |
0.1 1 10 100 1K 10K

ZettaFLOPs for pre-training



Emergent abilities of
100B parameter
language models

“Things that (e.g., few-shot learning)

language models
can do”

100B
Scale of language model ——»



Chain-of-thought prompting elicits reasoning in large language models (NeurlPS 22).
J. Wei, X. Wang, D. Schuurmans, M. Bosma, B. Ichter, F. Xia, E. Chi, Q. Le, & D. Zhou.

CoT paper

Motivation:

e Enable language models to do more-complicated tasks

e Guide them with “meta-data” (i.e., reasoning process)

e Prompts are manually composed (prompt engineering helps)

Standard Prompting Chain of Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A:
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples
y, Co they have? )

A: The answer is 27. x A

—— ~
o S

kanswer is9. & )

30



CoT demo

31



CoT paper

GSM8K
@ Standard % Chain of thought
60
*
~ 40
S
Rt
o
2
S 20
n
0
5 10 50 100 500

Model scale (billions of params)

Strate A

@ Standard % Chain of thought

Solve rate (%)

Pl

5 10 50 100 500
Model scale (billions of params)

Real model output #1

Q: Canyou hide a
basketball in a sand
cat's ear?

A: A basketball is about
30 cm in diameter. A
sand cat's ear is about 2
cm in diameter. Thus, a
basketball would not fit
in a sand cat's ear. So
the answer is no.

32



Challenging BIG-Bench tasks and whether chain-of-thought can solve them.
M. Suzgun, N. Scales, N. Scharli, S. Gehrmann, Y. Tay, H. W. Chung, A. Chowdhery, Q. V. Le, E. Chi, D. Zhou, and J. Wei.

CoT on BIG-Bench: Benchmark
VSR /—[ Model Input (Word Sorting) ]—\

- : Task
BIS3 B: nlrh H.a rd (BkB I-:c) = <F <Few shot chain-of-thought exemplars omitted for brevity>
° n
challenging tasks from Q: Q: Sort the following words alphabetically: List: burley bela
BIG-Bench benchmark po arapaho bacteria bock
where no model beats avg. gy | Asletsithinkstepbystep.
Op
human rater -Y
Chain+ -N

- J

¢
/—[ (—[ Model Output ]-\
We

The first letter: "burley": "b" (2). "bela™ "b" (2). "arapaho": "a" (1).
"bacteria": "b" (2). "bock™: "b" (2).

1
() We now have: (1) "arapaho” < (2) ["burley” ? "bela" ? "bacteria" ?

2

53; "bock"]. Now let's sort this subpart ["burley" ? "bela" ? "bacteria" ?
@) "bock"] by looking at their second letters.

5) The second letter: "burley": "u" (21). "bela™: "e" (5). "bacteria": "a" (1).

Chain- ©) "bock™: "o" (15). We now have: (1) "bacteria” < (5) "bela" < (15)

Sin "bock" < (21) "burley". Hence, we have "arapaho" < ["bacteria" <

and "bela" < "bock" < "burley"]. So the answer is arapaho bacteria bela
bock burley. Q

S\

P




CoT on BIG-Bench: Result summary

BBH all # tasks above
(23 tasks)  avg. human-rater

Average human-rater 67.7 N/A
Max human-rater 944 23/23
Best prior BIG-Bench result 50.9 0/23 Model much lower than average human rater

Codex (code-davinci-002)
- Answer-only prompting 56.6 5/23 <
- CoT prompting 73.9 (+16.7) 17723

Detail: better formatting (options, task
description) already beats prior best

CoT prompting improves by

Standard Iy’ tin Chain-of-thought prompting

~ Ancart answerony” prompTing o performance by +16.7%, passes avg.
& 40 > i ..

5 5 human on majority of tasks
B E 2

E ol il g sl. _.|III|||||||

2 JAue & v

% -20 s —20 |

o bt

5 =

q —40 z —40 |-




CoT on BIG-Bench: Scaling

e CoT requires sufficient model scale for positive delta
e On aggregate, threshold is davinci-002 / PaLM 62B

InstructGPT Codex PaLM
100 100 100
Max Rater Max Rater Max Rater
o 80| < 80 < 80 [
§ § Avg. Rater § Avg. Rater
& g [(memEEemsmossseeme 2
S 60 8 60 S
@ @ @
= = =
M 40 m 40 - No CoT )
. 5 i
< 20 | < 20 Random < 20 | Random
0 1 1 | 1 O 1 1 L 0 1 L 1
a-1 b-1 c¢1 d-1 d-2 c-1 d-1 d-2 8B 62B 540B

Model scale Model scale Model scale (parameters)



CoT on BIG-Bench: Emergence

e No-CoT performance is flat, i.e., hasn’t unlocked emergence yet ;)
e CoT unlocks emergent performance

Accuracy (%)

100

80

60

40

20

Web of Lies

B CoT

Random

a-1 b-1 c¢c-1 d-1 d-2
Model scale

Accuracy (%)

100

80

60

40

20

Multistep Arithmetic

T

L CoT

CoT

—

Model Input (Multistep Arithmetic) ]—\

<Few shot chain-of-thought exemplars omitted for brevity>

Q:((4+7%4--5)-(4-1--4-4))=
A: Let's think step by step.

a-1 b-1 c¢1 d-1 d-2
Model scale

N >4
/—[ Model Output ]—\

Let's recall that the order of operations in mathematics is as
follows: (1) Parentheses, (2) exponents, (3) multiplication and
division (from left to right), (4) addition and multiplication (from
left to right). So, remember to always compute the expressions
inside parentheses or brackets first.

This equation can be written as "A - B", where A= (4 +7 * 4 - -5)
andB=(4-1--4-4).

Let'scalculate A=(4+7*4--5)=(4+(7*4)--5)= (4 +(28) -
-5)=(4+28--5)=(4+28+5)=37.

Let'scalculate B=(-4-1--4-4)=((-4-1)--4-4)=((-5)-4-
4)=((-5--4)-4)=((-5+4)-4)=(-1-4)=-5.

Then, the final equation is A- B =37 - -5 =37 + 5 = 42. So the
answer is 42. )




Why does scaling up improve chain-of-thought?

Semantic Understanding
(62B made 20 errors of this type,
540B fixes 6 of them)

One step missing Errors fixed

(62B made 18 errors of this type, by scaling
540B fixes 12 of them) from PaLM
62B to 540B

Other

(62B made 7 errors of this type,
540B fixes 4 of them)




Math word
problems

Doable with chain of

thought prompting e i

reasoning
Some spectrum
of NLP tasks

Challenging
commonsense
reasoning

4
Y

Doable with standard
prompting (GPT-3)

Translation

Sentiment
analysis

O(100B)

Scale of language mode| =

38



Prompt with example chain of thought

Q: Roger has 5 tennis balls. He buys 2
more cans of tennis balls. Each can has 3
tennis balls. How many tennis balls does
he have now?

A: Roger started with 5 balls. 2 cans of 3
tennis balls each is 6 tennis balls. 5 + 6 =
11. The answer is 11.

Q: Janet’s ducks lay 16 eggs per day. She
eats three for breakfast every morning
and bakes muffins for her friends every
day with four. She sells the remainder for
$2 per egg. How much does she make

every day? /

Self-consistency improves chain-of-thought reasoning in language models (ICLR 23).
X.Wang, J. Wei, D. Schuurmans, Q. Le, E. Chi, S. Narang, A. Chowdhery, & D. Zhou.

Self-consistency: majority vote

Language
model

Sample decode with diverse reasoning paths

/She has 16 - 3 -4 = 9 eggs
left. So she makes $2 * 9 =
$18 per day.

(&

1

1The answer is $18.
1
1
1

eggs every day. So in total
she sells 7 * $2 = $14 per day.

(&

(..
This means she uses 3 + 4 = 7!

: The answer is $14.

She eats 3 for breakfast, so
she has 16 - 3 = 13 left. Then
she bakes muffins, so she
has 13 - 4 = 9 eggs left. So

she has 9 eggs * $2 = $18.

The answer is $18.

-
I
I
I
I

Majority vote
on the answers

The answer is $18.]




Language models are multilingual chain-of-thought reasoners.
F. Shi, M. Suzgun, M. Freitag, X. Wang, S. Srivats, S. Vosoughi, H. Chung, Y. Tay, S. Ruder, D. Zhou, D. Das, & J. Wei.

Multilingual chain-of-thought prompting

Question: Roger has 5 tennis balls. He buys 2

more cans of tennis balls. Each can has 3 tennis 2. o 6 « | TS 237 i &
I H | p——
balls. How many tennis balls does he have now? 36 I (BFFST 7T AR | I 1R 9L FoBfeT BfH a7 wie?

The answer is 11. Tad 7 111

cats three for broakiast overy momming and bakes | %GB 2prafersfofiry 168 ot o st fofy sfofirs srosrer fone
muffins for her friends every day with four. She 1.3« fEx A 932 I o Afefur srafd o i e~ tofd Fww | wwafe
sells the remainder at the farmers' market daily for o1 Rowvafer fofN Afshm Faama Tt 2fS B $2 wa fiesn s fofx
$2 per fresh duck egg. How much in dollars does TIIWA IS AT T© TAI SATEH FEA?

she make every day at the farmers' market? \ /

The answer is 18.




Language models are multilingual chain-of-thought reasoners.
F. Shi, M. Suzgun, M. Freitag, X. Wang, S. Srivats, S. Vosoughi, H. Chung, Y. Tay, S. Ruder, D. Zhou, D. Das, & J. Wei.

Multilingual chain-of-thought prompting

o Translate to English with Google Translate and solve with English intermediate steps
A Intermediate reasoning steps in the language of the question
¢ Intermediate reasoning steps in English

70
. __ 60 © R ®
Pretty high accuracy on = © A ow g
math problems given and >0, 4 i p A
solved in underrepresented g "
5 40
languages 3 =
< 30
> .
8 20 | Underrepresented High-resource Erglish
= languages languages (SN)
10| (SW, BN, TE, TH) (JA, ZH, RU, ES, FR, DE)
0 ‘
0.01% 1% 100%

Frequency of language in pre-training dataset (token percentage)



Chain-of-thought prompting elicits reasoning in large language models (NeurlPS 22).
J. Wei, X. Wang, D. Schuurmans, M. Bosma, B. Ichter, F. Xia, E. Chi, Q. Le, & D. Zhou.

Chain-of-thought: Discussion

e Framework for “more-complicated” prompting
o  What's the best way to get a language model to do a task? Few-shot prompting is
kinda thinking by analogy from machine learning on (x, y) pairs

e Limitation: Few-shot CoT is task-specific and requires the prompt
engineer

e Given explosion of tasks solved by LMs, we should be more
open-minded about what tasks will be solved in next 1-2 years



How do we make language models more user-friendly?

Write me a

poem about Language
bananas Model
Write me a

poem about Language
bananas Model




Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

v2 [es.LG] 21 Oct 2022

Scaling Instruction-Finetuned Language Models
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Abstract

Finetuning language models on a collection of datasets phrased as instructions has been shown to improve
model performance and generalization to unseen tasks. In this paper we explore instruction finetuning
with a particular focus on (1) scaling the number of tasks, (2) scaling the model size, and (3) finetuning on
chain-of-thought data. We find that instruction finetuning with the above aspects dramatically improves
performance on a variety of model classes (PaLM, T5, U-PaLM), prompting setups (zero-shot, few-shot,
CoT), and evaluation benchmarks (MMLU, BBH, TyDiQA, MGSM, open-ended generation). For instance,
Flan-PaLM 540B ion-fi d on 1.8K tasks outp Pal.M 540B by a large margin (+9.4% on
average). Flan-PaLM 540B achieves state-of-the-art performance on several benchmarks, such as 75.2% on
five-shot MMLU. We also publicly release Flan-T5 checkpoints,’ which achieve strong few-shot performance
even compared to much larger models, such as PaLM 62B. Overall, instruction finetuning is a general method

for imp g the perfs and of p ined language models.

Flan-T5-XXL (11B) Flan-U-PalLM-5408 Flan-PaLM-540B

https://arxiv.org/abs/2210.11416



https://arxiv.org/abs/2210.11416

Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Instruction finetuning

Summarization

The picture appeared on the wall of a # TaSkS Largest
Poundland store on Whymark Avenue [...] How .
model size

would you rephrase that in a few words?

Sentiment Analysis Graffiti artist Banksy (# params)
is believed to be
Review: We came here on a Saturday night behind [...]

and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

TO (sanh et al.,, 2021) 170 11B

Question Answering

I know that the answer to “What team did
the Panthers defeat?” is in “The Panthers
finished the regular season [...]". Can
you tell me what it is?

Multitask training | \____________. FLAN-1 (wei et al., 2021) 62 137B

Zero-shot generalization

Tk-Instruct (Wang et al., 2022) 1.5K 11B

Natural Language Inference

and the athlete”. Can we infer that "The
banker contacted the professors"?

=
P

540B

[Suppose “The banker contacted the professors

Flan (this paper)

Multi-task prompted training enables zero-shot task generalization. Sanh et al., 2021.
Benchmarking generalization via in-context instructions on 1,600+ language tasks. Wang et al., 2022.
Finetuned language models are zero-shot learners. Wei et al., 2021.



Scaling finetuning tasks

’/ 3 .
( Finetuning tasks
( tos [ Muffin N Natwal )
c 5 Natural language inference Closed-book QA M tructions v2
esiion genaraion | e eivonden Conversational QA Cause effect classification

Question generation
Closed-book QA
Adversarial QA
Extractive QA
Title/context generation
Topic classification
Struct-to-text

Program synthesis Code repair

Dialog context generation

.
p

Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution

Text categorization

69 Datasets, 27 Categories, 80 Tasks

CoT (Reasoning)

Explanation generation
Sentence composition

~N
Arithmetic reasoning

Commonsense Reasoning
Implicit reasoning

372 Datasets, 108 Categories,

1554 Tasks
__A

55 Datasets, 14 Categories,
193 Tasks

9 Datasets, 1Category, 9 Tasks

\ D 4

< A Dataset is an original data source (e.g. SQUAD).

4

< A Task Category is unique task setup (e.g. the SQUAD dataset is configurable for multiple task categories such as
extractive question answering, query generation, and context generation).
<% ATaskis a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g.
. query generation on the SQUAD dataset.) Yy,
Held-out tasks
MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate -
College medicine Philosophy Tracking shuffled objects ~ Word sorting Infon:naﬂon Grade school
Professional law : Dyck languages seeking GA math problems
57 tasks 27 tasks 8 languag 10 I;

Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Task collections from prior
work are combined.

Dataset with
chain-of-thought
annotations are
included to enable
reasoning.

e

Held-out tasks are
challenging and not
included in the finetuning
datasets.




Instructional templates

We train on examples
without and without
exemplars, and with and
without chain-of-thought.

Instruction
without
exemplars

Instruction
with exemplars

Without chain-of-thought

Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

With chain-of-thought

- N
Answer the following Answer the following yes/no question A haiku'is a japanese
yes/no question. by reasoning step-by-step. three-line poem.
yes That is short enough
Can you write a whole Can you write a whole Haiku in a tofitin 280
Haiku in a single tweet? single tweet? characters. The
answer is yes.
& P
S~

Q: Answer the following
yes/no question.

Could a dandelion suffer
from hepatitis?

A:no

Q: Answer the following
yes/no question.
Can you write a whole Haiku

in a single tweet?

\A:

yes

Q: Answer the following yes/no question by
reasoning step-by-step.

Could a dandelion suffer from hepatitis?

A: Hepatitis only affects organisms with livers.
Dandelions don’t have a liver. The answer is no.

Q: Answer the following yes/no question by
reasoning step-by-step.

Can you write a whole Haiku in a single tweet?
A:

A

A haiku is a japanese
three-line poem.
That is short enough
to fit in 280
characters. The
answer is yes.




Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Flan models

: Pre-training Pre-train ~ Finetune % Finetune

Paramis: Model HEGHIECHTS Objective FLOPs FLOPs Compute

80M Flan-T5-Small encoder-decoder span corruption 1.8E+20 2.9E+18 1.6%

250M Flan-T5-Base encoder-decoder span corruption 6.6E+20 9.1E+18 1.4%

780M Flan-T5-Large encoder-decoder span corruption 2.3E+21 24E+19 1.1%

3B Flan-T5-XL encoder-decoder span corruption 9.0E+21 5.6E+19 0.6%

11B Flan-T5-XXL encoder-decoder span corruption 33E+22 7.6E+19 0.2%

8B Flan-PaLM decoder-only causal LM 3.7E4+22 1.6E+20 0.4%

62B Flan-PaLM decoder-only causal LM 29E+23 1.2E+21 0.4%

540B Flan-PaLM decoder-only causal LM 2.5E+24 5.6E+21 0.2%

62B Flan-cont-PaLM  decoder-only causal LM 48E+23 1.8E+21 0.4%

540B Flan-U-PaLM decoder-only  prefix LM + span corruption 2.5E+23 5.6E+21 0.2%
The models we train span They have different Instruction
a variety of sizes (80M to architecture and finetuning is

540B parameters). pre-training objectives. compute efficient!



Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Scaling model size and number of finetuning tasks

60 60 540B model
] o
o _ S _ [
% 3\0/ g)oi\c/ 62B model
&5 40 S 40
v o
o 5%
s _g s
g5 g5 s
N [} —e— 1,836 tasks N 2 8B model
-y = B
eg A —o— 282 tasks g 20
o) )
g < 89 tasks g .c
Z 9 tasks Z )
0 —e— No finetuning 0
8B 62B 540B 0 9 89 282 682 1,836

Model size (# parameters)

Scaling improves performance
by a lot. Instruction finetuning
further improves performance
by a large margin.

Number of finetuning tasks

|

Scaling finetuning tasks also
improves performance, though
with a decreasing effect



Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Flan-PaLM achieves new SoTA on several benchmarks

MMLU BBH-nlp BBH-alg TyDiQA MGSM

Prior best 69.3* 735" 739" 819+ 5507
PaLM 540B
- direct prompting 69.3 62.7 38.3 52.9 18.3
- CoI prompting 64.5 71.2 57.6 - 459
- CoT + self-consistency ~ 69.5 78.2 62.2 - 57.9 Combining Flan-PaLM with CoT
Flan-PaLM 540B prompting and self-consistency
- Col prompting 70.2 72.4 61.3 = 57.0 h b h K sui
| - CoT + self-consistency ~ 75.2 78.4 66.5 - 72.0 | on three benchmark suites.

Self-consistency improves chain-of-thought reasoning in large language models. Wang et al., 2022.



Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Instruction finetuning unlocks zero-shot reasoning

60

50

40

30

20

BBH accuracy (%)

10

[ PaLM: Zero-shot

PaLM: Zero-shot + CoT

[l Flan-PaLM: Zero-shot

B Flan-PaLM: Zero-shot + CoT

[.w H,, 7

8B 62B 540B

Instruction-finetuning with CoT data
unlocks zero-shot reasoning via “let’s
think step-by-step”.

/—[ Model input (Snarks) ]—\

Q: Which statement is sarcastic?
Options:

A: Let's think step by step.

(A) Wow thats crazy, I've never had a takeout meal
that used hardwood containers before!

(B) Wow thats crazy, I've never had a takeout meal
that used plastic containers before!

— PaLM 540B output N

What is the speaker trying to say?

The speaker is trying to say that he has never had
a takeout meal that used plastic containers before.
What is the definition of sarcasm?

the use of irony to mock or convey contempt.

What is the definition of irony?

the expression of one's meaning by using language
that normally signifies the opposite [...]

#8 (never stops generating)

s J

~— Flan-PaLM 540B output ~

Plastic containers are very common for takeout
meals. So, the answer is (B). &




Usability evaluation

B Flan-PaLM [O tie O PaLM
Creativity (N = 20)

Context reasoning (N = 20)
Complex reasoning (N = 20)
Planning (N = 20)
Explanation (N = 20)

CoTl: complex reasoning (N = 20)
CoT: planning (N = 20)
CoT: explanation (N = 20)

AN

Few-shot (N = 30)

(e}
N
(&)}
o)
o
N
16}
—
o
o

Flan-PaLM is preferred by human
raters compared to PaLM.

Scaling instruction-finetuned language models.

{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

/—( Model input ]—\

Make up a word that means "when two Al
researchers go on a date".

— PaLM 5408 output H

Make up a word that means "when two Al researchers go
on a date".

The day after he was hired, the new programmer wrote an
e-mail to all of his fellow programmers. It said, "I will be on
vacation next week."

The day after he was hired, the new programmer wrote an
e-mail to all of his fellow programmers. It said, "l will be on
vacation next week."

The day after [...]

“ (repeats input and keep repeating generations)

— Flan-PaLM 540B output

H

date-mining &




Public Flan-T5 checkpoints

60

50

40

30

20

23 BIG-Bench tasks (%)

10

Flan-T5 11B
Flan-T5 3B *
* PalLM 62B
® GPT-3175B
PaLM 8B A
[ ]
* T5’1CIB
T5 3B
3B 10B 30B 100B  300B

Model size (# parameters)

Models: https://huggingface.co/docs/transformers/model_doc/flan-t5

Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

We release public Flan-T5
checkpoints, which have very
strong performance even

compared to larger models.



Scaling instruction-finetuned language models.
{H. Chung, L. Hou, S. Longpre}, ..., and J. Wei. arXiv 2022.

Flan takeaways

_ L , More? See the paper:
Scaling instruction-finetuning pap

on

40

(# tasks, # model parameters) e Flan-T5 results and public checkpoints

—e— 1,836 tasks
—e— 282 tasks
89 tasks

L s e Ablations on CoT

Model size (# parameters) ° Oualitative examples

held-out tasks (%)
8

Normalized average

improves performance.

e Exact experimental results

Instruction finetuning also improves
e FEtc.

zero-shot reasoning and model usability

by a large margin. https://arxiv.org/abs/2210.11416

B Flan-PalM [ tie [J PaLM

1l



https://arxiv.org/abs/2210.11416

Conclusions of talk

e Language models acquire emergent abilities as they get scaled up (emergent abilities
survey).

e The ability for language models to do multi-step reasoning emerges with scale, unlocking
new tasks (chain of thought and follow-up work).

e There are reasons to believe that language models will continue to get bigger and better.

o Even more new abilities may emerge :)



Looking forward (just my personal interests)

Scaling

Better prompting and characterization of language model abilities
Applied work (therapy, creative writing, science)

Benchmarks

Compute-efficient methods for better language models



Thanks.

jason.wenag.wei@agmail.com
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