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Help people find agreement in natural language

Beach! Sun!

Don’t bother me.
I like hiking and the 

outdoors.

Must get away 
from the humans.

Large Language Models (LLMs) can 
be powerful assistants for individual 
people.

Can LLMs help groups of people?

Where are we going on holiday?



Collective decision making





Collective decision making to “align” AI models

Should we allow more 
immigration into the UK?

What happened in 
Ukraine yesterday?

Should we allow this new 
self-driving car on the road?

ChatGPT

Sparrow



Creativity
        tasks

Planning
tasks

Intellective
tasks

Psychomotor 
tasks

Competitive
tasks

Mixed-
motive tasks

Cognitive
Conflict 

tasks

Decision-making
tasks

Choose

Generate

Execute

Execute

McGrath (1984), Woolley et al. (2010), Campero et al. (2022)

Synergies between LLMs and human groups

Large language 
models



Fine-tuning large 
language models 
from human 
preferences



Fine-tuning LLMs from humans preferences

Pretrained 
language model

Prompt

Goal: predicting the next word  → Single model for numerous language tasks

Radford et al. 2019, Brown et al. 2020

LLM candidate 
generation



Fine-tuning LLMs from humans preferences

Pretrained 
language model

Prompt

Goal: predicting the next word  → Single model for numerous language tasks

Radford et al. 2019, Brown et al. 2020

The capital of France is

 Paris

LLM candidate 
generation



Fine-tuning LLMs from humans preferences

Pretrained 
language model

Prompt

Goal: predicting the next word  → Single model for numerous language tasks

Radford et al. 2019, Brown et al. 2020

What is the capital of 
France?

 A) Lyon
 B) Paris
 C) Marseille

LLM candidate 
generation



Fine-tuning LLMs from humans preferences

Ziegler et al. 2019,  Stiennon et al. 2020, Ouyang et al. 2021,  Scheurer et al. 2021, Glaese et al. 2022

Pretrained 
language model

Human ratings

Reward model

1

loss

2>LLM candidate 
generations

Reinforcement Learning or reranking

Prompt



Fine-tuning LLMs from humans preferences
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Ziegler et al. 2019,  Stiennon et al. 2020, Ouyang et al. 2021,  Scheurer et al. 2021, Glaese et al. 2022
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Fine-tuning LLMs from humans preferences

Prototypical User

Average preferences

Ziegler et al. 2019,  Stiennon et al. 2020, Ouyang et al. 2021,  Scheurer et al. 2021, Glaese et al. 2022

Generative 
language model

Human ratings

Reward model

1

loss

2>LLM candidate 
generations

Reinforcement Learning or reranking

Prompt

Goal: maximizing preferences of a prototypical person



Fine-tuning LLMs from humans preferences

Generative 
language model

Human ratings

Reward model

1

loss

2>LLM candidate 
generations

Groups of diverse users

Diverse preferences

Prompt

Ziegler et al. 2019,  Stiennon et al. 2020, Ouyang et al. 2021,  Scheurer et al. 2021, Glaese et al. 2022

Goal: maximizing preferences of a group of people 

Reinforcement Learning or reranking



Fine-tuning language 
models to find agreement 
among humans with 
diverse preferences
Bakker et al. NeurIPS 2022



A domain with diverse preferences: political questions

Yes, we should ban all plastics immediately…

Yes, but we should also think about food preservation…

No, they keep vegetables fresher longer…

Generative 
language model

Q: Should we ban single-use plastics?



A domain with diverse preferences: political questions

Cluster topics

Filter for relevance

150 seed 
questions

3500 political 
questions

2922 filtered 
questions

302 questions
“out-of-distribution”

2320 questions
“within-distribution”

Few-shot prompted 
Chinchilla (Hoffman 

et al. 2022)

14 topics111 topics



“should we ban single-use plastics?”

1. participants write opinions

A consensus machine



“should we ban single-use plastics?”

qu
es

tio
n

1. participants write opinions

2. LLM generates consensus candidates

Generative 
language model

A consensus machine

Zero-shot prompting

Few-shot prompting

Quality-based supervised 
fine-tuning



“should we ban single-use plastics?”

qu
es

tio
n

1. participants write opinions

2. LLM generates consensus candidates

Reward model

Generative 
language model

1 4

3 4

2 2

3 1

3 2

8 4

7 7

2 2

9 5

3 4

A consensus machine

Chinchilla with an extra 
layer fine-tuned to 
predict human 
preferences 
(Stiennon et al. 2020…)

3. opinion-conditioned preference RM
evaluates consensus candidates



“should we ban single-use plastics?”

qu
es

tio
n

1. participants write opinions

2. LLM generates consensus candidates

Reward model

Generative 
language model

1 4

3 4

2 2

3 1

3 2

8 4

7 7

2 2

9 5

3 4

A consensus machine

Yes, Plastic is 
made from oil so 
it’s bad for the 
environment.

No, but we should 
only allow single-use 
plastics made from 
renewable raw 
materials.

R(   ,    ) > 0

3. opinion-conditioned preference RM
evaluates consensus candidates

Chinchilla with an extra 
layer fine-tuned to 
predict human 
preferences 
(Stiennon et al. 2020…)



“should we ban single-use plastics?”

qu
es

tio
n

3. opinion-conditioned preference RM
evaluates consensus candidates

1. participants write opinions

2. LLM generates consensus candidates

Reward model

Generative 
language model

1 4

3 4

2 2

3 1

3 2

8 4

7 7

2 2

9 5

3 4

A consensus machine

4. preferences 
aggregated with social 

welfare function



Aggregating preferences using cardinal social 
welfare functions

Consensus A Consensus B

Utilitarian 
(max-sum) 

Consensus A Consensus B

Rawlsian 
(max-min) 

RM Score 
(-10 -  10)

-10

9

10

0
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5

A B
A

B

A B



“should we ban single-use plastics?”

qu
es

tio
n

3. opinion-conditioned preference RM
evaluates consensus candidates

1. participants write opinions

2. LLM generates consensus candidates

Reward model

Generative 
language model

1 4

3 4
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3 1

3 2

8 4
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9 5

3 4

A consensus machine

4. preferences 
aggregated with social 

welfare function

5. consensus chosen 
by reranking



“should we ban single-use plastics?”

qu
es

tio
n

1. participants write opinions

2. LLM generates consensus candidates

Reward model

Generative 
language model
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A consensus machine

5. consensus chosen 
by reranking

4. preferences 
aggregated with social 

welfare function

6. participants rate consensus
2 3 5 34

3. opinion-conditioned preference RM
evaluates consensus candidates



“should we ban single-use plastics?”

qu
es

tio
n

1. participants write opinions

A consensus machine

5. consensus chosen 
by reranking

4. preferences 
aggregated with social 

welfare function

Generative 
language model loss

2. LLM generates consensus candidates

quality 
filtering

2 3 5 3

Reward model

1 4

3 4

2 2

3 1

3 2

8 4

7 7

2 2

9 5

3 4

loss

agreement 
ratings fine-tune

fine-tune

quality 
ratings 4

3. opinion-conditioned preference RM
evaluates consensus candidates

6. participants rate consensus



Human evaluation of 
generated statements



Human evaluation pipeline

Groups of 4 or 5

4 questions per group

3545 participants across 
training and evaluation

Write Opinion

Rate 
Candidates

Question

LLM generates 
Candidates



Human evaluation pipeline

LLM generates 
Candidates

Write Opinion

Rate 
Candidates

Question

Groups of 4 or 5

4 questions per group

3545 participants across 
training and evaluation



We collected ‘baseline’ attitudes by 
measuring agreement with position 
statements

Should we raise taxes? 
 

We should raise taxes.

Half of the groups had at least one 
dissenter 

People have diverse opinions

Group Agreement

N
um

b
er

 o
f q

ue
st

io
ns

 Max division Unanimity



 

How does this look after fine-tuning?

Should we lower the speed limit on roads?

The higher speed limits are ok and need no change. Some of the lower limits, 
like 30mph in built up areas, should be reduced and better enforced to reduce 
accidents. 

Yes. Driving faster causes higher pollution and does not significantly shorten 
the average length of journeys. It would increase the fuel efficiency of 
those driving and prevent the distribution of microscopic particles of rubber 
from tyre wear into the environment.

I think the speed limits are mainly fine the way they are. In our area speed 
limits are reduced around busy areas such as schools and parks which is a good 
thing.

We believe that speed limits are  currently appropriate. However, we feel that  
there is a need to enforce speed limits more strictly, particularly in areas  
with a high density of pedestrians such as  near schools. We also feel that  
there is a need to educate people more about the effects of driving too fast, 
such as the effects on fuel efficiency and pollution.



Quality improves through fine-tuning on filtered statements

Models
● Zero-shot prompted Chinchilla

● Few-shot prompted Chinchilla

Zero-shot
70B

Few-shot
70B



Models
● Zero-shot prompted Chinchilla

● Few-shot prompted Chinchilla

● Quality fine-tuned model

Zero-shot
70B

Few-shot
70B QFT 70B

Quality improves through fine-tuning on filtered statements



Models
● Zero-shot prompted Chinchilla

● Few-shot prompted Chinchilla

● Quality fine-tuned model

● Quality fine-tuned with 
utilitarian selection from N=16

Fine-tuning on high-quality 
statements increases quality

Few-shotZero-shot
70B

Few-shot
70B QFT 70B QFT + Utilitarian 

70B

Quality improves through fine-tuning on filtered statements



Model statements are preferred over baselines
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Model statements are preferred over baselines

People prefer our model over 
prompted and ablated baselines. 

Our model corresponds to a quality 
fine-tuned model with welfare-based 
reranking of 16 samples.

Even for divisive questions, 41% of 
statements yield unanimous agreement 

QFT 70B

Few-shot 7
0B
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Model statements are preferred over human opinions

The best model statement is 
preferred over the best human 
opinion

Group preference Utilitarian 70B over best human opinion (%)



Can this work be done in academia?

Group preference zero-shot 70B over zero-shot 1.4B (%)

Model size matters for prompted 
models



Can this work be done in academia?

Model size matters for prompted 
models

Model size matters less for 
fine-tuned models

Group preference Utilitarian 70B over Utilitarian 1.4B (%)

Group preference zero-shot 70B over zero-shot 1.4B (%)



Summary

We fine-tune a set of LLMs to take in a question and the opinions of a human 
group, and generate a statement that maximises the welfare of that group.

● People prefer our model over prompted and ablated baselines.

● Our model can find common ground for 41% of the divisive question. 

● People prefer our model candidates over high-quality human opinions.

● Fine-tuning yields similar results for a 50x smaller model.



NeurIPS 2022



Appendix



Does the model take the specific opinions into account?

Included participants gave 
significantly higher agreement 
ratings.

On average 0.5 Likert point higher 
(95% CI=[0.2, 0.7]) 

LLM

Excluded



The model size matters, especially for prompted models

Increasing the model size helps especially 
for prompted models. 

After fine-tuning, the model size matters 
only slightly. Note that these fine-tuned 
models use data collected with the larger 
model



Seed questions



Question clusters



Question clustering



Agreement ratings



Fine-tuning benchmarking



Social welfare comparison



Inter-rater reliability



Prompts (for few shot and questions see paper)



Jury Learning: Integrating Dissenting Voices into Machine Learning 
Models

Gordon et al. (2022) Jury Learning: Integrating Dissenting Voices into Machine Learning Models



Social Simulacra: Creating Populated Prototypes for 
Social Computing Systems

Park et al. (2022) Social Simulacra: Creating Populated Prototypes for Social Computing Systems



Learning to Summarize with Human Feedback

Stiennon et al. (2020) Learning to Summarize with Human Feedback



Group agreement



Isoelastic cardinal welfare function

Ui is utility for person i
Alpha is degree of inequality aversion 
(alpha=0 is utilitarian, alpha=infinity is rawslian, alpha=1 bernoulli nash)



How can we support large groups of participants?

Wu et al. (2021) Recursively summarizing books with human feedback


